
 

Safeguarding snippet July 2025 
 

 

As the academic year draws to a close, there are still a number of safeguarding issues that are 
making headlines, so very much worth a read to keep yourselves up to date with recent trends.  I 
have put together a few items that may be of interest or use to you during the summer holidays. I 
wish you and your loved ones a happy and safe holiday, whatever you may be doing.  

 

 

 

 

 

 

 

 

 

 

 

 

 

All Wake Up Wednesday guides will be 
attached to this email. 



 

 

Vapes laced with spice: a crisis 

The Independent UK  

Recent findings from the University of Bath reveal that one in six vapes confiscated from schools 

contained the synthetic drug Spice, leading to alarming health incidents among secondary school 

students. The lab-made substance, which mimics cannabis, can result in severe health issues such 

as breathing difficulties, heart attacks, and seizures. PSCO Jon Akehurst from Wiltshire Police 

highlighted the dangers, stating: "We've seen vomiting and behaviour changes, and we've had an 

incident where there were concerns that a child was having a fit." The study, published in July last 

year, involved testing vapes from 38 schools in England, with over 16% found to be contaminated. 

 

Report raises concerns over children's use of chatbots 

The Sunday Times  

A new report from the non-profit online safety organisation Internet Matters has found that the 
number of children using ChatGPT has risen from 23% in 2023 to 43% this year - with the report 
also raising concerns over children's use of chatbots in place of real friends. The report found 
that a third of children who have used chatbots say doing so feels like talking to a friend, rising 
to half of vulnerable children, while 12% said they interact with chatbots because they have no 
one else to speak to. Rachel Huggins, co-chief executive of Internet Matters, said while 
chatbots "are rapidly becoming a part of childhood", most "children, parents and schools are 
flying blind, and don't have the information or protective tools they need to manage this 
technological revolution in a safe way". "We've arrived at a point very quickly", she said, "where 
children, and in particular vulnerable children, can see AI chatbots as real people, and as such 
are asking them for emotionally driven and sensitive advice. Also concerning is that they are 
often unquestioning about what their new 'friends' are telling them." 

AI abuse videos surge alarmingly 

STV  

In the first half of this year, the Internet Watch Foundation (IWF) reported 1,286 AI-generated 
child sexual abuse videos, a dramatic increase from just two in the same period last year. 
These videos are now "indistinguishable" from real footage, raising serious concerns about the 
technology's misuse. Derek Ray-Hill, interim chief executive of the IWF, said: "We must do all 
we can to prevent a flood of synthetic and partially synthetic content joining the already record 
quantities of child sexual abuse we are battling online." The IWF has urged the Government to 
implement binding regulations to ensure the safe development of AI technologies. The report 
also highlighted that over 1,000 of the videos were classified as Category A imagery, the most 
extreme type, which includes depictions of severe abuse.  

Tech giants face age check crackdown 

The Guardian  

Melanie Dawes, the chief executive of Ofcom, has said that the upcoming age verification 
checks will mark a "really big moment" in safeguarding children online. These checks, 
mandated by the Online Safety Act, are set to be implemented by the end of this month. 
However, campaigners, including Ian Russell, whose daughter Molly tragically died after 
viewing harmful online content, express concerns that the new regulations may not sufficiently 
prevent access to dangerous material. Russell described the act as "timid" and urged Dawes to 
push for stricter enforcement against technology companies. Critics also highlight gaps in 
regulation, particularly regarding misinformation, with Chi Onwurah, chair of the science and 
technology committee, asserting that the Online Safety Act "just isn't up to scratch." 

 

https://www.nla-eclips.com/NLAAPI.dll/GetObject?ObjectID=205633899
https://news.stv.tv/world/ai-generated-child-sex-abuse-videos-now-as-lifelike-as-real-footage-internet-watch-foundation-warns


 

 
 

Misleading Age Ratings 

Whenever I'm talking with parents there are some core bits of advice I give and for years one of 
those pieces of advice has been to be very careful with age ratings. On app/game such as the 
Apple Store and Google Play stores they're supposed to be helpful, to give one piece of the 
jigsaw puzzle as to whether that app or game is appropriate for their child. But there is one 
problem, they're often wrong and interestingly I've just seen an article from the 5Rights 
Foundation who have submitted a formal complaint to the Competition and Markets Authority 
(see HERE). 
 
For example: 

• Candy Crush Saga, a hugely popular game, is marked as PEGI3 in the Google Play store 
and 4+ in Apple. They're both wrong, the terms and conditions requires users to be 13+ 
specifically because of the monetised functions within the game. 

• In Google Play, Snapchat is rated as 'parental guidance'. That's misleading, you are 
required to be 13+ in most countries, 16+ in others. 

• Even worse, WhatsApp is rated at PEGI3 on the Google Play store and it's not even a 
game, it's a messaging app which again requires users to be 13+. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://esafety-adviser.us4.list-manage.com/track/click?u=cbd59b76f0e1ad9db768db345&id=1465348bae&e=2f78bd5b12


 

For Parents - Holiday Conversations 

The holiday period is an ideal time for parents to sit down with their children, play their games 
and use their apps to get to know the endless fun but also the potential risks. Conversations can 
be difficult, especially if the parent isn't a user of tech, but conversation is the most powerful 
risk mitigator of all. So where do parents start? 
 
The NSPCC have put together a fabulous page full of information such as: 

• Age appropriate conversations taking into consideration different ages. 

• Resources such as tips and quizzes. 

• An understanding of some of the risks. 

• And tackling difficult conversations. 

You can find the page HERE. 

 

Content children encounter on YouTube raises concerns 

The Sunday Times  

Stephanie Thomson in the Sunday Times explores the troubling content children encounter on 
YouTube, particularly through algorithmically suggested videos. Thomson recounts a disturbing 
experience where her daughters watched a video that promoted unhealthy body image, leading 
her to question the platform's family-friendly image. Michelle Neumann, a professor at the 
University of Sheffield, highlights that many seemingly innocent channels contain problematic 
content. Michael Robb from Common Sense Media notes that while some videos are 
educational, many are shallow and consumer-driven. Thomson concludes with a call for 
government intervention to ensure high-quality content for children, as parents struggle to 
navigate the platform's vast offerings. 

 

 

 

https://esafety-adviser.us4.list-manage.com/track/click?u=cbd59b76f0e1ad9db768db345&id=d7a8955d5c&e=2f78bd5b12
https://www.thetimes.com/article/b04670a6-da29-4547-81e5-0f5fb4df7bf1


 

 

Adult Content - Age Verification 

At last, after all these years, age verification for access to adult content sites (and apps that 
allow adult content) comes into force on 25th July as part of the Online Safety Act. When you 
consider that 8% of children aged 8 to 14 have viewed online adult content this really can't 
come soon enough. Is this a solution? No, far from it, it definitely won't stop those who are 
determined or curious, but it's a step in the right direction, a step we've never had before. But 
there's more, this part of the Act also requires providers to prevent children from accessing (or 
being recommended) legal but potentially harmful content. 

Police alert schools over WhatsApp groups 

BBC News  

Humberside Police have issued a warning to schools regarding two WhatsApp groups: "These Guys 

Are Bad" and "All The Bad Guys", which contain racist, violent, and pornographic content. The police 

expressed "great concern" over the groups, stating that "a number of unknown paedophiles are also 

using these groups to gain access to children." Superintendent Iain Pottage urged parents to discuss 

the risks of social media with their children, highlighting the importance of creating a safer online 

community. Meta, the owner of WhatsApp, stated that users have controls to block unwanted content 

and can report any violations of their terms of service. The police are collaborating with schools to 

promote safe digital practices among young people. 

 

Teens self-diagnosing ADHD and autism 

The Times  

Increasingly, teens are self-diagnosing conditions like ADHD and autism, often influenced by 
social media platforms such as TikTok. Dr Beth Mosley, a consultant clinical psychologist, notes 
that "young people are coming into the therapy room having really well researched what they 
think is wrong with them." The trend raises concerns about the accuracy of self-diagnosis, as 
much of the information online can be misleading. Parents are encouraged to engage in open 
conversations with their children about their feelings and the reasons behind their self-
diagnosis. Mosley advises that while some may genuinely identify with these conditions, it is 
crucial for diagnoses to come from qualified professionals to ensure appropriate support. She 
comments: "It takes a lot of collecting information and picking out the nuances of that person's 
challenges and presentation." 

 

Regulator halts sale of gummies for children 

The Guardian  

The Medicines and Healthcare products Regulatory Agency (MHRA) has ordered Sally Westcott, 
an NHS manager, to cease selling magnesium glycinate gummies for children due to concerns 
over undeclared levels of melatonin, a prescription-only substance in the UK. The gummies, 
marketed as a natural sleep aid, were found to contain approximately 0.53mg of melatonin per 
gummy, exceeding the recommended dose for children. The MHRA is investigating the matter 
after two mothers raised concerns, leading to an independent analysis by Supplement Factory, 
which confirmed the presence of melatonin. The gummies remain available on eBay despite 
being removed from Amazon. 

 

 

 

 

 

https://esafety-adviser.us4.list-manage.com/track/click?u=cbd59b76f0e1ad9db768db345&id=1c655a5675&e=2f78bd5b12
https://esafety-adviser.us4.list-manage.com/track/click?u=cbd59b76f0e1ad9db768db345&id=7d4fda27c3&e=2f78bd5b12
https://www.bbc.com/news/articles/ckgl8e4yl0yo
https://www.nla-eclips.com/NLAAPI.dll/GetObject?ObjectID=205353525


 

Obesity 'difficult to alter' after age five 

Daily Express Daily Mirror  

Researchers from the Academy of Medical Sciences and its Italian counterpart have published a new 

report calling for more action to tackle early signs of childhood obesity - warning that trajectories on 

weight "appear difficult to alter after the age of about five", while the period from pregnancy through 

the child's second birthday represents an "important window of opportunity to set children on a healthy 

trajectory for life". The report calls for more support for women who are pregnant or considering 

having children, noting that childhood obesity "has become an urgent public health challenge that is 

affecting lives today and storing up problems for the future". 

 

Youth courts tackle knife crime crisis 

London Evening Standard  

Teenage knife crime is a pressing issue in London, with youth courts striving to prevent first-time 
offenders from escalating into serious criminals. In a poignant case, a 16-year-old boy was 
caught with a Rambo knife, prompting his distraught parents to express feelings of failure. 
Magistrate Aneeta Prem emphasised the dangers of carrying knives, warning: "If you carry a 
knife, that makes you the perpetrator." Referral orders are often used to guide young offenders 
away from crime, with statistics showing a 25% re-offending rate among those given such 
orders. However, tragic outcomes still occur, as seen in the case of Kelyan Bokassa, who was 
murdered by two teens with prior knife convictions. The Government aims to halve knife crime 
in the next decade, but the reality remains grim, with 83% of teenage homicide victims being 
stabbed. 

 

 Please see attached advice 
and guidance leaflet on using 
E-Scooters. 







What is an
e-scooter?



The rules
Electrically powered scooters are classed as a 
mechanically propelled vehicle, which means the 
same rules apply to e-scooters as other motor 
vehicles. These rules also apply to other personal 
electric transporters, with the exception of 
mobility scooters. Electric scooters are treated 
the same as any other motorised vehicle, 
this means they must have MOT, Vehicle 
Excise Duty (“tax”) and insurance.

In order to obtain an MOT and insurance 
to be used legally in public, an e-scooter 
must be approved by the Vehicle 
Certification Agency for its construction and 
use for transport on the public highway.

No such approval exists for privately owned 
e-scooters. If you are using a private e-scooter on 
public roads, or footways, the police can seize it 
and you could be liable for prosecution for traffic 
offences, and even receive points on your licence. 

Risks include: 

• Lack of maintenance affecting braking and 
tyre performance. 

• Charging of devices in the home introduces 
fire risk, especially if batteries have become 
damaged or wet. 

• Scooters can easily over balance on bumps or 
holes due to their small wheels. 

• Handling can be unpredictable, especially 
when reacting to hazards. 

• There can be a temptation to ride while 
intoxicated or distracted.



A number of rental schemes have 
been set up in towns and cities in the 
UK, including Basildon, Chelmsford, 
Braintree and Colchester in Essex. 
These schemes allow people to use 
rented e-scooters legally.

To use these schemes, you must:

• Be aged 18 or over.

• Hold a UK driving licence.

• Only ride on roads and cycle-paths 
within the hire scheme areas, 
pavement riding is not permitted.

• Not carry passengers or allow 
others to use a scooter you have 
hired. Wearing a helmet is highly 
recommended, and riders have the 
same responsibility to obey traffic 
laws as anyone driving a car.

E-scooters are 
motor vehicles, 

so must not  
be used by 

children.

Renting use rented 
e-scooters 
legally



Visit our website to see the latest information, 
stories and press releases. 

saferessexroads.org/visionzero

Please get involved

Learn more about safe road use on our website  
saferessexroads.org

Like/follow/share on our social media channels  
@saferessexroads

Talk to family, friends and people in your community about 
Vision Zero

Share ideas about how to make improvements where you 
live with your local elected representatives

Subscribe to updates from us at:  
saferessexroads.org/news/

Submit footage of road traffic offences to our  
Extra Eyes campaign: 
saferessexroads.org/extra-eyes/

To share any ideas you have about how you might be able 
to help achieve Vision Zero in your community, please 
contact us at: SaferEssexRoads@essexhighways.org

Sign the Vision Zero pledge at  
saferessexroads.org/visionzero/pledge/
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